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CHAPTER 1

Emerging Technologies 
Impacting the Future of 

Transportation

Paul A. Avery, Ken Yang, Ming Tang

1.1  TRANSPORTATION ARTIFICIAL INTELLIGENCE AND 

MACHINE LEARNING

1.1.1  Introduction to Artificial Intelligence and Machine Learning 

Techniques for Transportation Application

The fields of artificial intelligence (AI) and machine learning (ML) have enjoyed a 
renewed focus over the past decade. They have been largely driven by an exponential 
increase in computing power available at reasonable cost and by advances in AI, 
ML, data science, and predictive analytics tools and techniques, which when 
combined with expert domain knowledge, are powerful tools for analyzing 
large data sets that contain complex patterns and associations and for enabling 
systems to learn from their experiences. These technologies have the potential 
to enable a more proactive and efficient management of transportation systems, 
particularly with the introduction of emerging technologies such as connected 
and automated vehicles (CAVs). The importance of expert domain knowledge 
cannot be understated when it comes to harnessing the power of data science, 
AI, and ML. Properly constructed, these tools can enable a more comprehensive 
approach in the application of predictive analytics and decision support systems 
(DSS) to more quickly grasp complex phenomena like the formation and behavior 
of traffic congestion. For example, rather than simply reacting to incidents once 
they have occurred, these tools can be deployed to detect subtle changes in key 
indicators that may precede some incident types and can attempt to mitigate the 
risk of an incident through proactive measures such as dynamically reducing 
speed limits (Kaviani 2019, Antonio 2019).

Similarly, these tools can also play a pivotal role in the active management 
of signalized intersections and variable speed limits, enhancing transit schedule 
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35EMERGING TECHNOLOGIES IMPACTING THE FUTURE OF TRANSPORTATION

1.4  DESIGN AND DEVELOPMENT OF VIRTUAL REALITYBASED 

DRIVING SIMULATION

With the recent development of wearable head-mounted displays (HMD) such as 
Oculus Rift, Quest, HTC Vive, Microsoft Mixed Reality, and numerous Virtual 
Reality (VR) apps on powerful mobile phones, including 360 imaging and video, 
VR is being reintroduced as a fully immersive training instrument to consumers 
in the engineering and manufacturing industries. Unlike the traditional semi-
immersive cave automatic virtual environment (CAVE) system and large screen–
based car simulator, it is not easy for architects and engineers to design, visualize, 
and interact with the simulation in the virtual world with an affordable price. “The 
global VR market was valued at nearly $2.3 billion in 2016 and is expected to reach 
$39.4 billion by 2022” (BCC Research 2018). Immersive technology accounted for 
the largest share in the VR component market.

It was valued at $1.3 billion in 2016 and is expected to reach $23.6 billion by 
2022. Engineers strive to tangibly enhance humanity’s well-being through 
the development of simulated training systems. (BCC Research 2018)

As we continue to design the virtual and physical worlds, the unanswered 
question is, how can VR bridge these domains through simulation? As VR 
increasingly interconnects the virtual and physical worlds through training 
scenarios, how will this relationship influence engineers to augment the hardware 
and software to solve complicated problems?

1.4.1 Virtual Reality

VR is a computer-generated environment created through a combination of 
hardware and software applications, allowing users to interact physically through 
a digitally rendered 3D environment with the use of a head-mounted display 
(HMD) unit and corresponding input tracking devices. With the use of a range of 
pertinent systems such as headsets, gloves, and so on and computer technology, VR 
is implemented by stimulating the user’s sensorial responses, including through 
visual, audible, and/or haptical experiences. Nonetheless, ironically, having been 
a promising visualization tool since the 1950s, VR has not been widely used in 
the simulation and training process because of the high cost of equipment and 
necessary complicated programming processes. With the recent development of 
affordable HMD units such as Oculus Rift, Quest, HTC Vive, and other easy-to-
use VR-based engines, VR is being reintroduced as a training instrument in the 
engineering industry.

VR has a significant impact on the fields of architecture, civil engineering, and 
construction because of the rapid advancement of computational technologies. 
It also affects the way professionals plan, design, and construct cities and 
dependent infrastructure, which, by effect, will never be the same. For instance, 
VR technology allows engineers to design and evaluate the performance of 
transportation systems within a simulated environment in a short period of time. 
Before the advent of VR technology, a new idea/concept would typically be tested 
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DISRUPTIVE EMERGING TRANSPORTATION TECHNOLOGIES36

through the production of mockup models and prototypes. Because engineers 
no longer need to depend solely on such analog models, pertinent development 
can start sooner and be combined with multiple iterations for evaluation and 
experimentation throughout the design process.

On the completion of the creation of 3D scenarios, VR allows a test drive of 
a vehicle for safety training in an immersive environment (Figure 1-12). Such an 
environment is constructed by using computer-generated sensory inputs such as 
visual, sound, and haptic feedback. Through sensory perception and the motor 
response of users, VR helps a person to perform sensorimotor and cognitive 
activities in a virtual world. Drivers can virtually experience various vehicles, 
routes, time periods, and weather and react accordingly in a VR environment.

1.4.2 Simulation of the Real World

Bicocca discusses “essential copy” and “physical transcendence” as the two main 
reasons behind the formation of all virtual worlds (Biocca and Lecy 1995). They 
describe the searching for the “essential copy” as “a mean to fool the senses, a 
display that provides a perfect illusory deception.” They illustrate the “physical 
transcendence” as “… an ancient desire for escape from the confines of the 
physical world, free the mind from the ‘prison’ of a body” (Biocca and Levy 1995). 
According to Kalay (2004), it is essential to enable the viewer to “control his or her 
own actions, especially to look around and see the environment at will.”

To embrace new real-time visualization methods, the research team at the 
University of Cincinnati (UC) investigated the technologies in the present, fast-
growing game industry, specifically focused on the newly developed HMDs such 
as Oculus Rift and HTC Vive Pro Eye, which provide sensor-based head tracking 
and eye tracking in an immersive environment. The gaming industry is one of 
the fastest-growing, technology-intensive industries with the latest development 
of HMDs and the human–computer interface devices that are pushing VR to a 
new level. VR in HMDs can provide superior graphics quality using real-time 
reflection, depth of field, displacement maps, and normal maps with global 
illumination. Game engines are capable of handling highly complicated, high-
polygon geometries with high frame rates and can compile them for subsequent 
VR display. Supported by GPU power, VR engines allow people to perceive virtual 
content with simulated shape, light/shadows, textures, and relative dimensions 

Figure 1-12. Exemplary driving simulation.
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37EMERGING TECHNOLOGIES IMPACTING THE FUTURE OF TRANSPORTATION

with a high rendering frame rate. As a result, the powerful VR engines have blurred 
the line between scientific simulation and interactive gaming in the industry.

To compress the design timeline and maximize the efficiency of the workflow, 
the research team at the University of Cincinnati managed various types of 3D 
modeling software, which allowed 3D modelers to quickly generate parametric 
models and correspondingly load them into game engines while compiling the 
entire environment for VR simulation. Rendering materials in such simulation 
are usually generated procedurally in the game engine with shader networks to 
mimic the physical properties of the real materials. Reflection probes, light probes, 
and real-time ray-trace technology were used to simulate reflective materials 
and dynamic lighting. Sunlight and skylight arrangements were constructed to 
generate an indirect light and dynamic daylight system. Point light, spotlight, 
and area light components with IES light profiles were added to simulate artificial 
interior light systems. Like a video game, to facilitate the VR training purpose, a 
symbolic world layer was usually added above the real world. The symbolic world 
includes allegorical representations to improve the understanding of reality, such 
as route map, traffic data, and highlighted speed warning. This added layer can 
create an enhanced mental projection of the real-world environment.

1.4.3 Interactivity and Interface

Virtual Reality supports perception, decision, and action loops, which are identical 
with those in the physical world. VR engines need to compute a minimum of 
30 frames (images) per second (FPS) for monoscopic images or a minimum of 
60 FPS for stereoscopic images to allow a person to perceive and/or interact with a 
digital world smoothly. In an immersive digital environment, VR supports virtual 
behavioral primitives (VBPs) that include an observation of the environment, 
navigation through the environment, and manipulation of the environment. For 
instance, in a VR-based driving simulation, the user observes, drives, and acts in 
the VR world and communicates with others in the real world. These behavioral 
primitives are identical with real-world driving experiences. The behavioral 
interfaces can be classified into two groups, as shown in Figure 1-13.

The first group is a motor interface including joysticks and data gloves 
to support gesture and treadmills to support movement and voice control. In 
general, people use real-world schema, a structured set of characteristics of an 
action that can be generalized, to repeat the action or apply it to new contexts, 
to apply decision-based actions through the motor interface in VR (Fuchs 2017). 
The second behavioral interface is the sensorial interface, which includes feedback 
from image and sound. The sensorimotor interface is formed by the visual 
interface, tactile feedback, and audio interface to allow vision, hearing, touch, 
smell, and (even) taste in the VR world.

1.4.4 Hardware

Compared with the expensive IMAX cinema, or CAVE system, a low-cost HMD 
can provide people with a virtual environment with a higher presence because fully 
immersive technology, combined with full-body motion tracking, offers the highest 
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DISRUPTIVE EMERGING TRANSPORTATION TECHNOLOGIES38

level of immersion. It is the behavioral interface (motor and sensorial interface) that 
makes the users feel that they belong there, by providing users the VBPs, including 
observation, navigation, and manipulation. Alternative technologies such as semi-
immersive and nonimmersive technologies cannot match the level of presence 
provided by fully immersive technologies. Figure 1-14 illustrates the conceptual 
comparison of three types of virtual reality based on the immersion level.

However, when compared with new HMD-based VR technologies, the 
traditional semi-immersive systems are much more expensive, but comparatively 
fully developed implementations in the VR training simulation. In a semi-
immersive training experience, a driver/trainee is partly immersed in a VR 
environment. For instance, a truck simulator is set up to consist of multiple screens, 
a steering wheel, pedals, and corresponding control panels, which is identical with 
panoramic screen experiences involving high-end projectors like IMAX Cinemas. 

Figure 1-13. Interactivity and interface of virtual behavioral primitives.

Figure 1-14. Three types of virtual reality based on the immersion level.
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39EMERGING TECHNOLOGIES IMPACTING THE FUTURE OF TRANSPORTATION

In widescreen projections, the semi-immersive technology covers the driver’s 
field of view and heightens the driver’s experience by increasing the feeling of 
immersion. Mixed with physical interface elements, a semi-immersive system 
provides a higher rendering resolution than HMDs, better control of the steering 
wheel, and superior human interaction with the trainer sitting in the second front 
seat (Figure 1-15). It is still a long way to go for the newly developed HMD fully 
immersive VR to match the haptic and human interactions of traditional semi-
immersive VR. The emerging development of full-body motion tracking and 
haptic feedback system such as TeslaSuit are still in their infancy phase.

1.4.5 Software and Scenario Creation

In recent years, with the development of high-end game engines such as Unreal 
and Unity and numerous real-time rendering engines such as Enscape, Lumion, 
and Twinmotion, traditional 3D visualization has been transformed into real-
time renderings. A wide range of tools are available to help people to design, 
visualize, and interact with 3D models in a real-time environment throughout 
the planning and creation stages.

1.4.5.1 Planning Stage
Typically, the planning stage is referred to as a workflow to design the concept 
of virtual world research and all the visual and nonvisual stimuli that need to be 
included and categorize them based on their features (vehicles, roads, terrain, 
and buildings). Various references for the world are identified, including, but not 
limited to, photos, satellite images, 3D models, animations, sounds, and various 
reference media (including films and games). A 3D world is usually developed 
for simulation through various tools, including modeling software, existing data 
from geography information system, and digital elevation models surveys, laser 
or LiDAR scanning, and photogrammetry. The environment data usually include 
roads, buildings, terrain, and surface landscape, which will be input to a database 
to construct the virtual world. At the end of this phase, the team will have a 
development pipeline and various assets that the team needs to create to bring 
the real world into VR.

Figure 1-15. Semi-immersive and fully immersive VR driving system.
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DISRUPTIVE EMERGING TRANSPORTATION TECHNOLOGIES40

1.4.5.2 VR Creation Stage
In this stage, creating an immersive VR is usually organized into several steps. 
First, the team will usually create a top-down concept map that acts as a base plan. 
During the early phase, the team will block out the landscape, creating materials 
and assembling a general environment in a playable state for the driver to test if all 
visual elements work together. The next step is to block out the environment with 
simple roads and terrain. This proxy scenario helps the team to control vehicle 
driving and provide a testing ground to start developing the rest of the world 
(Figure 1-16). The goal is to ensure that the driving simulation is visually rich, and 
the physics is correct, so that a virtual driver can interact with the vehicle and the 
road to obey the laws of physics.

Subsequent to the proof of concept, the team will usually model a specific 
environment(s) in a polished visual appeal to achieve a higher level of visual/
programming complexity. This is the stage where the modeling team creates all 
the unique modular assets that will be used to compose the overall scene. The 
team will work on roads, buildings, traffic lights, terrain, trees, and signs and 
consider the relevance of object scale, maintain a high video frame rate, and take 
programming action to reduce cybersickness. The team will usually follow a fixed 
production workflow to create environments, time-saving modeling, texturing, 
and UV mapping techniques.

The team will add dynamic effects, including real-time interactions and 
effects, to enhance the degree of immersion and presence of sensory stimulation. 
These include visual elements such as the weather system, animated landscape 
features, and nonvisual systems such as engine noise and vibration. The final 
environment will be assembled and optimized in either a fully immersive system 
with HMD or a semi-immersive system with large screens (Figure 1-17). The 
team will adjust the virtual environment, including traffic, pedestrians, and the 

Figure 1-16. Exemplary scenario modeling in the unreal engine to host a driving 
simulation.
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41EMERGING TECHNOLOGIES IMPACTING THE FUTURE OF TRANSPORTATION

weather system and post effects such as fog, lens effects, and the field of view to 
reduce cybersickness and improve the sense of virtual and physical presence.

1.4.5.3 Data Collection and Analysis
After the VR scenario creation, the effectiveness of the training simulation will 
be measured. Many qualitative and quantitative methods and scoring systems are 
available to measure the success of a product based on user feedback, for example, 
a presence questionnaire and a 7-point Likert format that is based on the semantic 
differential principle (Matthews et al. 1978). The evaluation can also target specific 
features in the subsystem, such as terrain, route, weather, vehicle, pedestrians, and 
physics simulation.

In addition to a screen capture of the scene and video recording of the trainee’s 
action, other sensory data can be collected during the training simulation. Eye 
tracking (ET) is an emerging method of data collection that helps researchers 
record a user’s visual attention. Across different fields of application and design, 
ET has become a way of interpreting user experience, which may not be described 
quantifiably with traditional observing methods. Mostly used in the product 
design and retail design, ET pilot studies have begun to surface within the training 
fields regarding what elements trainers are specifically fixated with. Recent ET 
technologies and devices such as Tobii Pro glasses, X3-120, and HTC Vive Pro Eye 
allow ET to be integrated as a powerful analytical tool (Figure 1-18).

Figure 1-17. Exemplary VR driving simulation: (a) First-person view of VR content 
creation in unreal game engine, (b) third-person view of VR driving simulation.

Figure 1-18. Exemplary integrated analytical tool in VR driving simulation: (a) Eye-
tracking data collected with Tobii Pro glasses, (b) heat map overlay with a picture, 
(c) heat map generated by Tobii Pro Screen-based eye tracker.
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DISRUPTIVE EMERGING TRANSPORTATION TECHNOLOGIES42

During the data collection stage, electroencephalogram (EEG) monitoring 
can provide physiological measurements. The device is placed on the user/
trainee’s wrist or head to measure brain waves, skin conductance, heart rate, and 
blood pressure. Using analytical data, it is possible to study driving behavior and 
stress, in conjunction with ET. Researchers can investigate if this method could 
measure what one focuses on in addition to understanding what elements provoke 
stress in the user/trainee. The benefits of obtaining stress patterns as interpretable 
data open up opportunities for design vehicle, road, signage, and traffic control 
systems, drawing on the field of neuroscience (Figure 1-19).

1.4.6  Demonstrated Study of Urban Mobility in Driving 

Simulation

As Goldhagen (2017) explained, “Cognition is a product of a three-way 
collaboration of mind, body, and environment.” Specifically, VR technologies, 
either through immersive HMD or through large screens, offer a promising 
platform to study human cognition developed through visual reactions in an 
interactive environment. In this section, a study of urban mobility is demonstrated 
to show an exemplary application of using driving simulation through fully 
immersive, semi-immersive, and nonimmersive VR at the University of 
Cincinnati. This study aims to create a new interchange that connects uptown 
local communities, cities, and states by consolidating public transportation and 
new roads. It is designed to provide a linkage between proposed light rail trains 
and other modes of transportation such as a hyperloop, bus rapid transit (BRT), 
air taxis, passenger cars, bicycles, and scooters. By contrast, most of the existing 
developments in transportation facilities have been carried out individually for 
a single mode of transportation, resulting in less efficiency and/or connectivity 
in terms of the overall transportation network; this “multi-mode transportation 
node” concentrates transportation in a one-stop solution.

One way to simulate the cognitive experience is to drive a vehicle that gives 
the user the freedom to experience the proposed design through various input 
devices, including HMD, keyboard, mouse, and motion controllers. Through VR, 
the research team could analyze the biological reactions of human visual attention 
and perception. The team started to combine screen-based ET and nonimmersive 
VR to test their unique advantages for studying the visual attention and movement 
behavior of people in virtual space.

Figure 1-19. EEG sensor used in nonimmersive driving simulation.
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43EMERGING TECHNOLOGIES IMPACTING THE FUTURE OF TRANSPORTATION

During the study, Tobii Pro X3-120 was used to capture ET data during 
the driving simulation. The primary purpose of this early test was to have a 
better understanding of how participants visually respond to various spatial 
configurations. Tobii Pro captured the user’s eye movement and recorded the eye 
fixation duration on a specific area of a photo. By using analytical tools in Tobii 
studio, the researchers generated a data representation using the Area of Interest 
(AOI), Bee Swarm (Gaze Pattern), and heat map methods (Figure 1-20).

The analytical method is built on the five visual elements: face, edge, intensity, 
blue-yellow contrast, and red-green contrast, which trigger subconscious viewing. 
These five elements are described as “building blocks of visual attention” in the 
visual attention software by 3M (3M 2019, Tang and Auffrey 2018). The path of 
the user’s eye movement and the duration of a user’s gaze are different ways in 

Figure 1-20. Examples of heat map and gaze plot: (a) Real-time eye-tracking data in 
a driving simulation. Purple dot represents the eye gaze. (b) Tobii-Pro screen-based 
eye-tracking.
Source: Images provided by Josiah Ebert, UC.
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DISRUPTIVE EMERGING TRANSPORTATION TECHNOLOGIES44

which the analytical algorithm begins to value given stimuli, captured either from 
a screen-based ET, from glasses, or from an immersive HMD.

ET and VR in the driving simulation provide first-person experiences in the 
circulation design for vehicles and driving. This can provide a real-time observation 
of where the eye gaze may run when a user is driving through the designed space. 
ET provides engineers, planners, architects, and designers a range of spatial design 
ideas to direct vehicle movement within the space in a particular manner. This 
becomes crucial while designing a transport hub, in which wayfinding design 
elements are an essential part of a program organization. The ET for driving 
simulation can improve the design evaluation and take it to a new level.

An additional factor to account for in analyzing the success of a design is 
through recording simultaneous ET and physiological data. For example, if a 
design draws attention to desired locations, but the driver is mentally stressed in 
the process of gazing, the purpose of what he/she is gazing at might be clouded, 
leading to possible confusion or sensory overload. The level of stress detected is 
typically very high for the first 5 to 10 s; subsequently, it quickly drops and stays 
low for the remainder of the driver’s experience. This drop reveals that, although 
the complexity of the route and signage is initially jarring, the simplicity of the 
overall layout and circulation is understood by the driver relatively quickly, and 
when understood, the route is easy to navigate.

The impact of biophilic design, which is mixing green trees within an artificial 
environment, can be studied in VR to reduce the driver’s stress level. The degree of 
stress level reduction measured through an Empatica wristband can be applied to 
the wrist of the driver during the simulation. Figure 1-21 demonstrates the results 
of the virtual driving experiment shown in the chart.

During the simulation, participants were asked to drive in VR while wearing 
the Empatica wristband to measure stress levels. It was observed that the stress 
levels had reduced as they approached the biophilic design elements within site.

Figure 1-21. Stress level captured through Empatica wristband during VR simulation.
Source: Images provided by Shreya Jasrapuria, Niloufar Kioumarsi, UC.

D
ow

nl
oa

de
d 

fro
m

 a
sc

el
ib

ra
ry

.o
rg

 b
y 

U
ni

ve
rs

ity
 o

f C
in

ci
nn

at
i o

n 
04

/2
5/

22
. C

op
yr

ig
ht

 A
SC

E.
 F

or
 p

er
so

na
l u

se
 o

nl
y;

 a
ll 

rig
ht

s r
es

er
ve

d.



45EMERGING TECHNOLOGIES IMPACTING THE FUTURE OF TRANSPORTATION

The graph illustrates a reduction in stress levels as the user moves closer 
to the green walls and trees. This information gives the researcher a better 
understanding of the quantity and placement of these natural elements within 
the drivable space.

1.4.7 Conclusion and Challenges to Section 1.4

The global market of VR technologies for engineering applications was 
valued at $152.8 million in 2016 and is estimated to grow at a CAGR 
of 69.3% and is forecast to reach $3.6 billion by 2022. (Virtual Reality 
Technologies: Global Markets to 2022, BCC Research)

The use of immersive technologies plays a significant role in the transformation 
of engineering applications. The primary use of VR in engineering includes 
3D modeling tools/design, training, and visualization techniques for retail, 
construction planning, and management. Specifically in the field of education, 
VR, combined with other sensory data analysis, is a significant innovation that 
has been helping engineers and designers visualize and evaluate the proposed 
design quantifiably. The use of VR gives a sense of movement and passage of a 
period of time to otherwise flat, spatial projections. It allows the user to visualize 
how the built space would be perceived in reality when constructed. In the case 
of a transportation hub involving many different modes of transport, it becomes 
essential to understand the organization of the space, how each transit mode 
works in tandem with the others and how the pedestrians/vehicles navigate 
through each of them or independently reach them.

In addition to the well-known cybersickness, sometimes called motion 
sickness in HMD, several technical, physiological, and cognitive constraints related 
to VR exist. The performance and frame rate of VR will drop dramatically if a 
scene has many polygonal faces. The low frame rate will result in display latency, 
sensorimotor discrepancy, temporal visual-motor discrepancy, and the latency of 
the “perception, cognition, and action” loop. Collectively, they may contribute to 
motion sickness. The level of detail limits requires the environment to be modeled 
efficiently to minimize the polygon number, which has never been a priority in 
standard 3D software, whereas the skills to optimize a sophisticated model for 
real-time rendering are essential. However, as a side effect, a low polygon model 
will lose details and demonstrate poor visual appeal when the camera gets closer 
to the object in VR.

The challenges and characteristics of cognition and interaction in VR offer 
the research field a greater opportunity for innovation. For instance, the current 
low field of view in VR cannot provide a peripheral view. Even with a high-
resolution display and wide view angles, technically, it is not possible to display 
peripheral-vision images in HMD. There is a lack of proprioceptive sensations 
when interacting with the environment in VR; the current technologies such as 
a treadmill and haptic gloves do not provide the real muscular and kinesthetic 
experience. The VR technology will eventually overcome all these challenges in 
this booming, developing industry.
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